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REVIEW

Applying measurement standards 
to evolution education assessment instruments
Louise S. Mead1,2*  , Cory Kohn1,3, Alexa Warwick1,4 and Kathryn Schwartz1,2

Abstract 

Over the past 25 years a number of instruments have been published that attempt to measure understanding and 
acceptance of evolution. Science educators have been administering these instruments and reporting results, how-
ever, it is not clear these instruments are being used appropriately. The goal of this paper is to review these instru-
ments, noting the original criteria and population for which evidence of validity and reliability was assessed, and to 
survey other publications that report their use, examining each for evidence of validity and reliability with subsequent 
populations. Our hope is that such a comprehensive review will engage researchers and practitioners in a careful 
examination of how they intend to use a particular instrument and whether it can provide an accurate and meaning-
ful assessment of the desired outcomes. We encourage the community to administer evolution education assess-
ments with the consideration of an instrument’s measurement support and past use with similar populations. We also 
encourage researchers to add additional evidence of validity and reliability for these instruments, especially if modifi-
cations have been made to the instrument or if its use has been extended to new populations.
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Background
Evolution is both a foundational concept and organizing 
principle in biology and as such has secured a central 
place in biology education as evidenced by science educa-
tion reforms (National Research Council 2012; Brownell 
et al. 2014). Yet, a disconnect still exists between the cen-
tral role of evolution in biology, student understanding of 
evolutionary mechanisms, and the general level of pub-
lic acceptance as measured by polling questions admin-
istered by organizations such as Gallop (Swift 2017) and 
Pew Research Center (Funk and Rainie 2015). To further 
complicate its teaching and learning, the various relation-
ships between acceptance and understanding of evolution 
and the nature of science (Smith 2010a; Smith and Siegel 
2004), along with religiosity and the use of teleological 
reasoning (Allmon 2011; Shtulman 2006), impact student 
understanding and potentially their ability to successfully 
integrate evolutionary concepts into their understanding 

of the biological world (Sinatra et al. 2003; Smith 2010b). 
In a recent study of the general public, Weisberg et  al. 
(2018) found that knowledge of evolution predicted level 
of acceptance, possibly suggesting student views may be 
amenable to change. However, a different study suggests 
teleological reasoning and not acceptance of evolution 
influences understanding of natural selection (Barnes 
et al. 2017). The relationship between understanding and 
acceptance is complex, and while not addressed directly 
in this paper, it is important to be aware of this complex-
ity when assessing students and evaluating instruments. 
The wording and content of an assessment can impact 
student responses if their acceptance hinders their abil-
ity to answer questions addressing understanding. There 
are a number of papers that provide extensive discussion 
of this particular challenge to teaching and learning evo-
lution (Smith 2010a, b), however, we have not addressed 
this directly in our review of instruments aside from 
potential issues associated with a particular instrument 
based on our review criteria.

Educational research has also found that how a student 
responds to questions on the topic of evolution is context 
dependent, e.g. taxa, or the direction of change via trait 
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gain vs. loss (Nehm et al. 2012; Nehm and Ha 2011), and 
many students retain naive or non-scientific concepts 
even after instruction (Ha et  al. 2015; Nehm and Reilly 
2007). Given these findings, and the various challenges 
to student understanding of evolution (Branch and Mead 
2008; Mead and Scott 2010a, b; Petto and Mead 2008), 
many science educators are now interested in assessing 
how well students understand, and in some cases, accept, 
the basic premise and mechanisms underlying evolu-
tionary change, in either formative or summative ways. 
In addition, instructors seek to assess the effectiveness 
of curricular interventions designed to improve student 
understanding.

Perhaps as a result of recent interest in the teaching 
and assessment of evolution, or the growing field of disci-
pline-based education research, a number of instruments 
designed to assess student understanding and accept-
ance of evolution have been created over the last 25 years 
(see Table 1 for examples). At the undergraduate biology 
level, these include, but are not limited to, assessments 
designed to measure student understanding of natural 
selection (e.g. concept inventory of natural selection—
CINS, Bishop and Anderson 1990; concept assessment 
of natural selection—CANS, Kalinowski et  al. 2016), 
macroevolution (e.g. measure of understanding of mac-
roevolution—MUM, Nadelson and Southerland 2009); 
genetic drift (e.g. genetic drift inventory—GeDI, Price 

Table 1  List of published instruments that measure understanding and/or acceptance of evolution reviewed in current 
paper

The italicized words correspond to the full name of the instrument, the bold italics refer to the content topic addressed by the instrument

Instrument Full name and brief description Citation

ECT Evolution concept test
Six items, combination of open ended and Likert-scale type
Natural selection

Bishop and Anderson (1990)

CINS Concept inventory of natural selection
Twenty multiple choice questions
Natural selection

Anderson et al. (2002)

MATE Measure of acceptance of the theory of evolution
Twenty-five-point Likert questions
Acceptance of evolution

Rutledge and Warden (1999); 
Rutledge and Sadler (2007)

MUM Measure of understanding of macroevolution
Twenty-seven multiple choice & 1 free response
Deep time, phylogenetics, speciation, fossils, nature of science

Nadelson and Southerland (2009)

KEE Knowledge of evolution exam
Ten questions

Moore and Cotner (2009)

EALS-long and short forms Evolutionary Attitudes and Literacy Survey
Long form: 104 Likert-scaled questions
Short form: 64 Likert-scaled questions
Religiosity, science understanding and attitudes as relates to evolution

Hawley et al. (2011)
Short and Hawley (2012)

ACORNS Assessing contextual reasoning about nature selection
Unlimited number of open-ended questions
Natural selection, non-adaptive change

Nehm et al. (2012)

I-SEA Inventory of student acceptance of evolution
Twenty-four items
Microevolution, macroevolution, human evolution

Nadelson and Southerland (2012)

EvoDevoCI No full title
Eleven multiple choice questions
Evolutionary developmental biology

Perez et al. (2013)

ATEEK Assessment tool for evaluating evolution knowledge
Four open-ended questions
Genotype, phenotype, change in allele frequencies

White et al. (2013)

GeDI Genetic drift inventory
Twenty-two agree/disagree statements
Genetic drift

Price et al. (2014)

GAENE Generalized acceptance of evolution evaluation
Thirteen Likert items
Evolution acceptance

Smith et al. (2016)

CANS Concept assessment of natural selection
Twenty-four multiple choice
Natural selection

Kalinowski et al. (2016)
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et  al. 2014); and acceptance of evolution (e.g. Measure 
of the Acceptance of the Theory of Evolution—MATE, 
Rutledge and Warden 1999; Evolutionary Attitudes and 
Literacy Survey—EALS, Hawley et  al. 2011; generalized 
acceptance of evolution evaluation—GAENE, Smith et al. 
2016). These instruments can provide an opportunity for 
instructors to measure gains in student understanding; 
however, the conclusions drawn from them are depend-
ent on the quality, accuracy, and relevancy of the instru-
ment. For example, in a review of assessments addressing 
student understanding of bioinformatics concepts, 
Campbell and Nehm (2013) found many of the instru-
ments they reviewed provided only minimal evidence of 
reliability or validity.

The decision to use any instrument should include an 
examination of the instrument and its development to 
ascertain if it meets the accepted measurement stand-
ards, specifically whether there is strong evidence that 
the instrument provides valid and reliable results. Evi-
dence that an instrument provides valid results suggests 
the variable being measured by the instrument accurately 
represents the construct or item of interest. Evidence 
that an instrument provides reliable results suggests the 
instrument gives consistent results when implemented 
under similar circumstances. There are multiple forms of 
evidence for reliability (e.g. stability, internal consistency, 
interrater reliability) and validity (e.g. content, internal 
and external structure, generalization). Box  1 provides 
examples of the different sources of evidence that can be 
used to evaluate validity and reliability (Messick 1995; 
Campbell and Nehm 2013; AERA 2014).

Source Description Methodology 
(examples)

 Generalization Scores meaningful 
across populations 
and contexts

Comparisons across 
contextual diversity, 
Differential item 
functioning

 Consequences Scores lead to positive 
or negative conse-
quences

Studying social con-
sequences resulting 
from use of test score

Reliability—refers to the consistency of the measure

 Stability Scores consistent from 
one administration 
to another

Stability coefficient

 Alternate forms Scores comparable 
when using similar 
items

Spearman-Brown dou-
ble length formula: 
split half

 Internal consist-
ency

Items correlate with 
one another

Coefficient alpha 
(Cronbach’s), Kuder-
Richardson 20

 Inter-rater 
agreement

Assessment scored 
consistently by dif-
ferent raters

Cohen’s or Fleiss’s kappa

Box 1. Methods and descriptions for various sources 
of validity and reliability (modified from Messick 1995; 
Campbell and Nehm 2013; AERA 2014)

Source Description Methodology 
(examples)

Validity—do scores represent the variable(s) intended?

 Content Assessment represents 
knowledge domain

Expert survey, textbook 
analysis, Delphi Study

 Substantive Thinking processes 
used to answer are 
as intended

“Think aloud” interviews, 
cognitive task analysis

 Internal struc-
ture

Items capture 
intended construct 
structure

Factor analysis, Rasch 
analysis

 External struc-
ture

Construct aligns with 
expected external 
patterns

Correlational analysis

Assessment of student understanding in educational set-
tings should include systematic evaluation of instruments 
in order to meet the quality control benchmarks estab-
lished by, for example, the American Educational Research 
Association (AERA et al. 2014). Not doing so is “at odds 
with the principles of scientific research in education” 
(Campbell and Nehm 2013) and since a reliance on faulty 
or misleading information for the purposes of evalua-
tion and reform is misguided, it is therefore necessary to 
establish an assurance of such information’s positive utility. 
Campbell and Nehm (2013) are careful to point out that 
validity and reliability are not properties of the instrument 
itself, but rather relate to the inferences derived from the 
scores it produces. It is therefore incorrect to describe 
an assessment instrument itself as being valid and reli-
able. Instead, our interpretation of validity and reliability 
needs to shift such that an assessments’ scores and imple-
mentation contexts are foremost. For example, a correct 
statement is that the instrument produces valid and reli-
able inferences under the particular circumstances it was 
administered. One cannot assume that an instrument 
developed using a population of undergraduate non-
majors in their 1st year of college necessarily has the same 
evidence of reliability and validity for a population of stu-
dents in an upper level evolution course.

In our own efforts to identify ways of assessing under-
standing of evolutionary concepts, we found many stud-
ies simply reported using a published instrument, often 
modified from an earlier published instrument, and often 
lacking any additional information about the imple-
mentation or adherence to measurement standards. To 



Page 4 of 14Mead et al. Evo Edu Outreach            (2019) 12:5 

address these issues, we (1) reviewed the various pub-
lished instruments designed to measure understanding 
and acceptance of evolution, (2) examined the types of 
evidence of validity and reliability provided in the origi-
nal publication(s), and (3) characterized the use of these 
instruments in subsequent publications, specifically not-
ing any additional evidences of reliability and validity.

Methods
In 2016 and 2017 we (LM, CK, AW, KS) carried out 
searches of Google Scholar, ERIC, and Web of Science 
using the following keyword searches: “student under-
standing of evolution”; “student understanding of natural 
selection”; “student acceptance of evolution”. We com-
piled a list of papers that referenced these key phrases, 
focusing on ones that were aimed at college undergradu-
ates. We reviewed abstracts to identify papers that spe-
cifically mentioned measuring student understanding 
or acceptance of evolution using the following criteria: 
population—undergraduates; level/course—any; content 
assessed—evolution understanding, evolution accept-
ance, natural selection, genetic drift. If the information 
could not be readily assessed from the abstract, we exam-
ined the methods section of the paper in more detail. In 
this initial review of the published literature it became 
clear that many of the papers we reviewed referenced 
using some portion of an earlier published instrument 
or set of questions. For example, many studies reported 
using portions of the original assessment developed by 
Bishop and Anderson (1990). We used this information 
to identify a set of 13 instruments that would become the 
focus of the remainder of our research, and that appeared 
to form the basis of many studies.

The criteria for our more in-depth analysis of assess-
ment instruments included instruments created with the 
intention of being used by others to assess understand-
ing and acceptance of evolution. We made three excep-
tions to these criteria: the ECT referenced in Bishop 
and Anderson (1990), the KEE (knowledge of evolution 
exam) referenced in Moore and Cotner (2009), and the 
ATEEK (assessment tool for evaluating evolution knowl-
edge) referenced in White et  al. (2013). We chose to 
include these because they were subsequently treated as 
instruments by other researchers who used them as the 
basis of assessing student understanding. Two of these, 
the KEE and ATEEK, were given a specific name for use 
and referenced by others. We did not include instru-
ments measuring genetics only or combinations of other 
biological sub-disciplines (e.g. EcoEvo-MAPS in Sum-
mers et  al. 2018) because we wanted to evaluate only 
instruments reported to measure student understanding 
and/or acceptance of evolution. We also chose to exclude 
the topic of phylogenetics for a number of reasons. First, 

phylogenetic trees are visual representations of both 
patterns and processes, and therefore it can be difficult 
to isolate specific elements from a cognitive perspec-
tive (Novick and Catley 2012). Second, at the time of 
our review, the only published instruments included one 
provided in Baum et al. (2005), the Basic Tree Thinking 
Assessment, which was developed as a formative quiz 
and not meant to be used as an assessment instrument 
(pers. com.), and the PhAT (Phylogeny Assessment Tool) 
comprised only three questions (Smith et  al. 2013), all 
related to a single phylogenetic tree.

Our final list included 13 focal instruments (Table  1). 
We first reviewed the original publication and char-
acterized the instrument (i.e., content and population 
assessed, type and number of questions, how it was 
developed) and the evidence of reliability and validity 
described in the population. These original instruments 
were reviewed and discussed by all co-authors so as to 
ensure consistency.

Next, we performed a citation search for each of the 
focal instruments to generate a list of publications that 
cited the instrument, suggesting possible use. We per-
formed these searches using Google Scholar, first per-
forming a search of the original paper (e.g. Bishop and 
Anderson 1990) and then examining all of the papers 
listed as “cited by” (e.g. at the time of our search Google 
Scholar reported 703 papers had cited Bishop and Ander-
son 1990). Our data represent publications that appeared 
in Google Scholar through March 2018. Our review of 
these secondary publications involved an initial read of 
the abstract, followed by a search for the original refer-
ence. These methods allowed us to ascertain if the sec-
ondary publication used the original instrument. If the 
paper did use the focal instrument, the paper was marked 
for later review. Once we identified papers that reported 
use of the focal instruments, all authors reviewed a sub-
set in entirety, checking for consistency in identifying 
new populations and new uses. Each author then took 
one or more of the focal instruments and reviewed all 
secondary uses, further characterizing these citations 
and recording the use of the focal instrument. For each 
publication (secondary usage) we recorded the popu-
lation, a description of the portion of instrument used 
(e.g. Andrews et al. (2011) reported using an abbreviated 
CINS comprised of 10 of the original 20 questions), addi-
tional evidence for reliability/validity (e.g. Rissler et  al. 
(2014) reported Cronbach’s alpha associated with admin-
istration of the MATE to undergraduates at the Univer-
sity of Alabama). To determine whether the study used 
the instrument on a new population we considered: (1) 
geographic area; (2) grade level; (3) field of study; and (4) 
academic level—introductory courses, advanced courses, 
or graduating seniors. We categorized the population 
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based on the geographic region of the United States 
(midwestern, southwestern, southeastern, western, 
northwestern, northeastern) or the country. In the case 
of papers that were in languages other than English we 
relied on Google translator to evaluate if and how an 
instrument was used. In some cases, the description of 
the population in the new implementation was less spe-
cific than that of the original population in which case we 
did not consider it a new population because we could 
not tell whether the new implementation was potentially 
inclusive of the original population. For grade, field of 
study, and academic level we identified the following cat-
egories: undergraduates not enrolled in a specific course, 
undergraduates enrolled in a non-majors introductory 
biology course, undergraduates enrolled in a majors-level 
introductory biology course, undergraduates enrolled in 
an advanced biology course, undergraduates enrolled in 
a psychology course, undergraduate preservice teachers, 
high school teachers, high school students. When ques-
tions arose regarding how to characterize a particular 
use, we discussed it as a group that included at least three 
of the authors at any given point. For studies suggesting 
new implementations we were especially interested to 
know whether new uses of the instrument also included 
new measures of reliability/validity, as applicable. We 
evaluated these based on the criteria and examples out-
lined in Box 1. We recorded these data for each study we 
encountered.

Results
Initial review of focal instruments
Our initial review of the 13 focal instruments pub-
lished between 1990 and 2016 found that two instru-
ments included multiple versions (MATE, EALS). For 
the MATE we considered two of the versions unique 
enough to evaluate separately. The EALS Short-form was 
created directly from the Long-form and we therefore 
combined results for this instrument. Two of the assess-
ments included only open ended, constructed response 
questions (ACORNS—assessing contextual reasoning 
about natural selection, ATEEK). Two included both con-
structed response and multiple-choice questions (ECT, 
MUM), and the remainder were some form of multi-
ple choice, including Likert, agree/disagree, etc. (CINS, 
MATE, I-SEA, EALS, KEE, GAENE, GeDI, EvoDevoCI, 
CANS). We recorded information on instrument design, 
concepts covered, initial population, and evidence of 
validity and reliability. One (KEE) reported neither evi-
dence of validity nor reliability, one reported some form 
of evidence of reliability only (ATEEK) and one reported 
evidence of validity only (ECT). Given the limitations 
of the KEE and ATEEK we do not discuss them further 
in this section, but results of our analysis can be found 

in Table  2. The remainder of the instruments had at 
least one type of evidence of both validity and reliabil-
ity reported in the original publication. All assessments 
included undergraduates, either majors or non-majors, 
at some point during development. The early version of 
the MATE assessed high school biology teachers, but a 
later version was used with undergraduates. The I-SEA 
and GAENE included high school students in addition to 
undergraduates during development.

Assessments measuring natural selection
The ECT developed by Bishop and Anderson (1990) 
clearly served as the foundation for a number of subse-
quent studies, and the ORI in particular noted questions 
coming directly from the ECT. The original instrument 
developed by Bishop and Anderson consisted of six ques-
tions and claimed to measure understanding of natural 
selection among non-major undergraduates at a large 
midwestern university. The authors indicated that inter-
rater reliability (IRR) was evaluated, stating that reli-
ability was checked “by comparing the codes assigned 
to randomly selected student responses by two different 
coders” and that if disagreements occurred “coding was 
modified to produce better agreement”. When disagree-
ment between coders occurred, the coding procedure 
was modified to produce better agreement. However, no 
statistic for IRR was provided. The authors also report 
a number of sources of evidence of validity—review of 
textbook material as content, and student interviews as 
substantive.

The ACORNS instrument, developed following the 
ORI (open response instrument) which was based on the 
ECT, evaluates student “ability to use natural selection to 
explain evolutionary change” across a range of conditions 
(trait gain, trait loss, etc.). The instrument does focus 
on assessing elements of natural selection and non-sci-
entific explanations (misconceptions) but also provides 
the option of scoring student responses for non-adaptive 
explanations for change as well (e.g. random changes in 
response to sampling error and drift). Nehm et al. (2012) 
report evidence of internal consistency by measuring 
Cronbach’s alpha for key concepts and misconceptions 
(0.77 and 0.67 respectively) and report that IRR was 
greater than 80%. Content validity was assumed because 
the questions represent a number of possible biological 
scenarios. Evidence of internal consistency was provided 
by student interviews, and external structure was evalu-
ated by comparing student responses on ACORNS ques-
tions to scores on the CINS. Using the ACORNS does 
require training in how to score student responses, alter-
natively, instructors can use EvoGrader (Moharreri et al. 
2014) a machine-learning program that has been trained 
to score ACORNS questions.
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The CINS was originally developed as a 20-ques-
tion instrument with evidence of validity and reliability 
provided for undergraduate non-majors in the south-
western region of the United States. The authors used 
Kuder-Richardson 20 to examine reliability, obtaining 

measurements of 0.58 and 0.64 on initial sections of 
the instrument. A good classroom instrument should 
have a reliability coefficient of 0.60 or higher. Expert 
reviewers provided evidence of content validity, inter-
views were used to evaluate if student responses on the 

Table 2  Summary of review of citations reporting new implementations of each instrument

Instrument Abbr. Original 
population

Reliability (R) 
of original 
instrument 
on original 
population

Validity (V) 
of original 
instrument 
on original 
population

# Publications 
that used 
instrument 
(#DiffVers.Only, 
#DiffPopOnly, 
#BothDiff)

New evidence 
of R for new 
version and/
or new pop

New evidence 
of V for new 
version and/
or new pop

Evolution concept 
test (natural 
selection)

ECT UG-NM, MW None Content
Substantive

27 (3, 2, 20) Internal consist-
ency (1, 3%);

Inter-rater reli-
ability (1, 3%)

Content (1, 3%)
Substantive (1, 3%)

Concept inven-
tory of natural 
selection

CINS UG-NM, SW Internal consist-
ency (3)

Content
Substantive
Internal structure

31(1, 19, 10) Internal consist-
ency (2, 6%)

Substantive (2, 6%)

Measure of the 
acceptance of 
the theory of 
evolution

MATE HS-T, MW (1999)
UG-NM, S (2007)

Internal consist-
ency (HS-T, 
MW; 2)

Internal consist-
ency (UG-NM, 
S; 4)

Stability (UG-NM, 
S)

Content (HS-T, 
MW)

Internal structure 
(HS-T, MW)

Internal structure 
(UG-NM, S; 2)

External structure 
(UG-NM, S)

88 (0, 41, 38) Internal consist-
ency (48, 54%)

Content (9, 10%)
Internal structure 

(8, 9%)
External structure 

(1, 1%)

Measure of under-
standing of 
macroevolution

MUM UG-M, UG-MA, SE Internal consist-
ency (2)

Content 6 (0, 2, 1) Internal consist-
ency (1, 16%)

Content (1, 16%)
Internal structure 

(1, 16%)

Knowledge of 
evolution exam

KEE UG, MW None None 7 (0, 2, 1) None None

Evolution 
attitudes and 
literacy survey

EALS UG-P, MW (LF)
UG-M, MW (SF)

Internal consist-
ency

Content
Internal structure

8 (3, 0, 4) Internal consist-
ency (1, 12%)

Internal structure 
(1, 12%)

Accessing contex-
tual reasoning 
about natural 
selection

ACORNS UG, MW Internal consist-
ency

Inter-rater agree-
ment

Content
Substantive
External structure

9 (0, 0, 0) N/A N/A

Inventory of stu-
dent evolution 
acceptance

I-SEA HS-S, UG, W Internal consist-
ency

Content
Internal structure

3 (0, 1, 0) None None

Evo-Devo con-
cept inventory

EvoDevo
CI

UG-M, UG-MA, 
MW, NE, S

Internal consist-
ency

Stability
Alternate forms

Content
Substantive
External structure

1(0, 0, 0) N/A N/A

Assessment tool 
for evaluat-
ing evolution 
knowledge

ATEEK UG-M, UG-MA, 
MW

Inter-rater agree-
ment

None 2 (0, 0, 0) None None

Genetic drift 
inventory

GEDI UG-MA, NW, SE, 
MW

Stability
Internal consist-

ency

Content
Substantive
Generalization

1 (0, 0, 0) N/A N/A

Generalized 
acceptance of 
evolution evalu-
ation

GAENE HS-S, UG, USA Internal consist-
ency

Content
Internal structure

1 (0, 0, 0) None N/A

Concept assess-
ment of natural 
selection

CANS UG-M, W Internal consist-
ency

Stability

Content
Substantive

0 (0, 0, 0) N/A N/A
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multiple-choice questions reflected their thinking and 
principle component analysis (PCA) was used to exam-
ine internal structure. The authors also claimed that the 
instrument was generalizable because the original popu-
lation used during development came from “large, eth-
nically diverse, community colleges”. However, specific 
information about the demographics of the population 
was not provided and this claim has not been directly 
tested.

The CANS is composed of 24 multiple choice ques-
tions designed to measure five concepts related to natu-
ral selection: variation, selection, inheritance, mutation, 
and how these elements work together to cause evolu-
tion. Initial development was iterative, relying on stu-
dent interviews and expert review to asses evidence of 
substantive and content validity, respectively. Kalinowski 
et al. (2016) also applied Item Response Theory to assess 
how well sets of questions assessed the same concept and 
if student responses fit a priori expectations. The authors 
also compared scores before and after instruction to eval-
uate reliability, reporting Cronbach’s alpha before and 
after instruction (0.87 and 0.86, respectively), providing 
good evidence of reliability. The authors estimated that 
88% of the variance in test scores in the experimental 
classroom was due to differences in student understand-
ing of natural selection.

Assessments measuring additional evolutionary concepts
We found a single instrument purported to measure 
student understanding of macroevolution. The MUM 
was developed to measure student understanding of 
five essential concepts related to macroevolution: deep 
time, phylogenetics, fossils, speciation, and nature of sci-
ence. Development of the instrument relied on responses 
generated by undergraduates taking courses in either 
introductory biology or upper-level evolution at a large 
southeastern university. Textbook analysis and expert 
reviews were used as evidence of content validity. The 
authors used Cronbach’s alpha as a measure of internal 
consistency and report a value for the entire sample that 
is considered acceptable (0.86). However, Cronbach’s 
alpha varied across their samples, ranging from values 
considered questionable to values considered acceptable, 
possibly suggesting the instrument provides better evi-
dence for some populations than others. No additional 
evidence was provided.

The GeDI was developed to measure upper-level biol-
ogy majors understanding of genetic drift as a process 
of evolutionary change. The authors used an iterative 
development process that included open-ended ques-
tions, student interviews, multiple expert reviews, and 
item analysis. The final instrument was also evaluated 
for evidence of reliability. A coefficient of stability of 0.82 

was reported in a test–retest administration. Cronbach’s 
alpha varied across populations (0.58–0.88), and the 
authors note that the concepts covered in the instrument 
align best with upper-level evolution courses.

The EvoDevo CI is a concept inventory developed spe-
cifically to measure student understanding of six core 
concepts related to evolutionary changes caused by 
development. The authors relied on iterative develop-
ment that included expert review, student interviews, 
testing and item revision. They reported Cronbach’s 
alpha, calculated for different groups, as a measure of 
whether the instrument assessed the intended construct 
among biology majors. In addition, tests for evidence of 
reliability reported good stability as measured by Pearson 
correlation of 0.960, P < 0.01.

Assessments reporting to measure acceptance of evolution
The MATE was designed to measure overall accept-
ance of evolutionary theory by assessing perceptions of 
concepts considered fundamental to evolution. Origi-
nally developed using a population of high school biol-
ogy teachers (Rutledge and Warden 1999), it was then 
updated using undergraduate non-majors (Rutledge and 
Sadler 2007). Both versions include 20 items assessed 
using a five-point Likert scale. The original version pub-
lished by Rutledge and Warden (1999) reported internal 
consistency using Cronbach’s alpha (0.98) as evidence of 
reliability, expert review by a panel of five experts as evi-
dence of content validity, and a principle factor analysis 
as evidence of internal structure validity. The second ver-
sion of the MATE examined reliability of the instrument 
for a population of non-major undergraduate students 
and reported Cronbach’s alpha reliability coefficient of 
0.94 as evidence of internal consistency. No additional 
evidence was reported.

The EALS Long-Form was developed to assess pre-
dominant regional belief systems and their roles in sci-
ence understanding and attitudes, particularly as pertain 
to evolution, drawing from previous literature and pub-
lished instruments to generate Likert scale items. The 
EALS Short-Form was then tested on undergraduates 
in an introductory biology course. Both forms included 
items for the 16 lower order constructs and then used 
confirmatory analysis to determine the six higher order 
constructs. We suspect the EALS Short-Form is more 
likely to be used, and therefore provide a summary here. 
Additional information on the long form can be found 
in Table  2. The authors reported a range of alpha coef-
ficients for the 16 lower-order constructs as evidence of 
internal consistency and suggested loadings from a con-
firmatory factor analysis provided evidence of internal 
structure validity.
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The I-SEA was also designed to measure student 
acceptance of evolution, based on three subscales: 
microevolution, macroevolution, and human evolution. 
Development included using open-ended questions and 
student interviews. An initial 49 item Likert scale instru-
ment was developed and tested, and then modified to the 
current 24 item instrument. The overall Cronbach’s alpha 
was 0.95, providing evidence of internal consistency. 
Experienced biology teachers, science teacher educators, 
and college biology faculty served as expert reviewers, 
providing evidence of content validity. Evidence of inter-
nal structure was measured using an exploratory factor 
analysis, however, there were some issues here because 
only loadings for the first four items for each subscale 
were reported, making it difficult to fully evaluate these 
measures. The populations used in development included 
high school students and undergraduates, predominantly 
at institutions in the western United States.

The most recently published instrument developed 
that measures acceptance of evolution is the GAENE, 
specifically designed to measure only acceptance of 
evolution, defined as “the mental act or policy of deem-
ing, positing, or postulating that the current theory of 
evolution is the best current available scientific expla-
nation of the origin of new species from preexisting spe-
cies”. The GAENE was also developed based on other 
instruments, relying on extensive interviews and test-
ing, followed by multiple rounds of revision, and expert 
feedback. Smith et  al. (2016) reported Cronbach’s alpha 
of 0.956 for later versions, providing excellent evidence 

of internal consistency. Evidence of validity was provided 
by Rasch analysis, demonstrating discrimination between 
respondents with low and high levels of acceptance, and 
PCA that supported a unidimensional structure account-
ing for 60% of the variance. A range of populations were 
used in developing the instrument, including high school 
students and undergraduates at a range of institutions.

Secondary uses of focal instruments
Using the “cited by” link provided in Google scholar 
for each of the publications associated with the 13 focal 
instruments, we examined over 2000 peer-reviewed cita-
tions that made reference to one or more of the 13 focal 
instruments. Many of the citations simply referenced the 
publication but did not use any portion of the instru-
ment. We did identify 182 studies that used at least one 
of the 13 instruments we reviewed. Figure  1 shows the 
relative frequency of re-use of each of the instruments 
ranging from 0 (CANS) to 88 (MATE). We defined a new 
use of the instrument as either using a different version 
(altered measurement scale or item set and item reword-
ing or language translation) and/or administering the 
instrument to a new population. Our review found that 
most new uses of the instruments did involve either 
administration to a new population and/or the use of a 
revised version, particularly if the instrument was pub-
lished more than 5 years ago (Fig. 2, Table 2). Figure 2a 
shows the proportion of studies that indicated a new use 
of the instrument for six of the 13 instruments. Figure 2b 
shows the proportion of these new uses that reported 

Fig. 1  Proportional re-use of all instruments. For example, the MATE was used in 70 subsequent studies, the I-SEA in only three. Gray text indicates 
the assessment has yet to be used in a new study. Instruments are organized according to construct (content and psychology dimension)



Page 9 of 14Mead et al. Evo Edu Outreach            (2019) 12:5 

new evidence of reliability or validity. Figure 2 shows only 
a subset of the instruments as a number of instruments 
were so recently published that there have been few sec-
ondary uses. Table 2 summarizes all data, indicating the 
specific types of reliability and validity evidence pro-
vided. Additional file 1: Table S1 is a searchable database 
with additional details for each of the secondary uses of 
the instruments.

The ECT, first published by Bishop and Anderson 
(1990), was initially used with undergraduate non-
majors. Our analysis suggests the instrument (or some 
approximation of the instrument) has been used in 27 
subsequent studies. Two studies (Nehm and Reilly 2007; 
Andrews et  al. 2011) altered the ECT, three studies 
administered the complete instrument to a new popula-
tion (Settlage 1994; Demastes et al. 1995), and 20 of the 
re-administrations of the ECT involved a new popula-
tion and used only a subset of the original questions pre-
sented in Bishop and Anderson (1990). Included in this 
category were studies that report using the ORI (open 
response instrument) because Nehm and Reilly (2007) 
report modifying questions from Bishop and Ander-
son (1990) in creating the ORI. We also found reference 
to the ACORNS questions as being derived from the 

ECT as well; however, we evaluated the ACORNS sepa-
rately. In many cases, reuse of the ECT did not include 
any new evidence of reliability and validity (Fig. 2b). The 
exceptions involved uses of the ORI, new implementa-
tions often included new measures (Ha et al. 2012, Nehm 
and Schonfeld 2007). For example, Nehm and Schonfeld 
(2007) provided additional evidence of both reliability 
(i.e., internal consistency and IRR) and validity (e.g. con-
tent and substantive) for students in a graduate teacher 
education program.

We identified 31 publications that referenced using 
the Concept Inventory for Natural Selection (CINS), one 
used some version of the instrument (Pope et  al. 2017), 
most likely administering a portion of the full instru-
ment, 19 administered the instrument to a new popula-
tion, and ten studies reported using the instrument with 
a new population and changing the question structure. 
A few of these studies reported additional evidence of 
reliability and validity. Athanasiou and Mavrikaki (2013) 
reported evidence of reliability (Cronbach’s alpha) and 
validity (construct validity using PCA) for biology and 
non-biology majors in Greece. Nehm and Schonfeld 
(2008) report additional evidence of convergent validity 
(between the CINS and ORI) and discriminant validity 

Fig. 2  a The proportion use of instruments categorized by type of use, e.g. proportion of secondary uses for the ECT that altered the original 
version. b The proportional of secondary uses that reported additional or new evidence of reliability or validity, whether for a new population or 
new implementation of the instrument
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for undergraduate biology majors in northeast. Ha et al. 
(2012) also looked at the correlation between scores on 
the ORI and the CINS, and report Cronbach’s alpha for 
undergraduates in preservice biology. Weisberg et  al. 
(2018) administered the CINS to a sample from the gen-
eral public and reported Cronbach’s alpha. Finally, Pope 
et al. (2017) also report Cronbach’s alpha and interrater 
reliability for biology majors in the northeast.

The ACORNS instrument has been used in nine sub-
sequent studies. The ability to vary the open-ended ques-
tions allows researchers to create new versions without 
altering the general framework of the instrument, there-
fore none of the subsequent uses were considered new 
versions. The original population reported in Nehm et al. 
(2012) stated the population used to assess reliability and 
validity were undergraduates at a midwestern university. 
The instrument was then used in subsequent studies, 
most commonly listing the population as undergraduate 
biology majors. It was therefore not possible to deter-
mine if the re-uses of the instrument qualified as new 
populations. However, all of these studies did report IRR 
as evidence of reliability.

The MUM has been used infrequently, perhaps because 
of issues identified by Novick and Catley (2012) or 
because instructors are often more interested in students 
understanding of natural selection. However, Romine 
and Walter (2014) administered the MUM to undergrad-
uates enrolled in non-majors’ biology and found internal 
construct validity to be strongly supported using Rasch 
analysis but did find a single construct as opposed to five 
in the original study. Of the studies that do report using 
the instrument, two report using slightly modified ver-
sions and one modified the version and administered it to 
a new population.

At the time of our analysis, the concept assessment of 
natural selection (CANS), the knowledge of evolution 
exam (KEE), the Assessment Tool for Evaluating Evolu-
tionary Knowledge (ATEEK), the genetic drift inventory 
(GeDI), and the EvoDevo Concept Inventory (EvoDevo 
CI) had not been used very often and currently no addi-
tional evidence of reliability or validity has been provided 
for these instruments.

For the MATE, of the total 88 new uses of the instru-
ment, 48 of the implementations provided new evidence 
of reliability while 18 provided new evidence of validity, 
although with wildly different rigor (Fig. 2b). Having been 
one of the original and seemingly most versatile instru-
ments, the MATE has been implemented in quite diverse 
contexts and forms, including being used in fourteen 
countries, and translated to five other languages, often 
with multiple independent translations. The primary 
non-USA and non-English use of the MATE is in Turkey 
and Turkish, and with likely six independent translations. 

Many populations unique from the original in terms of 
educational background have been assessed, includ-
ing early childhood or primary school teachers, univer-
sity faculty, and museum visitors. The number of items 
administered have fluctuated between 4 and 27 through 
item reduction, splitting, and/or combination with 
other items (not including other identified instruments). 
Finally, the measurement scale has varied between four-, 
six-, and seven-point Likert scales. Notable implementa-
tions that introduce validity and reliability evidence are 
largely limited to Turkish populations (Akyol et al. 2010, 
2012a, b; Irez and Özyeral Bakanay 2011; Tekkaya et al. 
2012; Yüce and Önel 2015) with two notable studies 
(Manwaring et al. 2015 and Romine et al. 2017) providing 
the strongest evidence of internal structure validity with 
populations similar to the original American undergrad-
uate implementations. The dearth of evidence regarding 
validity for the MATE pales in comparison to its diver-
sity of implementations—an undesirable state indeed for 
measurements standards.

We found eight additional uses of the Evolution Atti-
tudes and Literacy Survey (EALS), either the short or 
long form. Three studies reported using the EALS in the 
original format and administered it to similar popula-
tions as those used in the initial studies. One altered the 
format and another four changed both the version and 
the population. Of these only one reported new evidence 
of reliability or validity (Mead et al. 2015).

The Inventory of Student Evolution Acceptance (I-SEA) 
and the Generalized Acceptance of Evolution Evalua-
tion (GAENE) have also not been used very often. In the 
case of the I-SEA only one publication reported using the 
instrument and it was not possible to determine if it was 
a new population or new version. However, no additional 
evidence of reliability or validity were provided. We sus-
pect the GAENE has not been used because it was so 
recently published. However, the strong evidence offered 
in the initial description of the instrument suggest it may 
be used more often in the future.

Discussion
The ability of any instrument to measure student under-
standing is dependent on a number of factors—for exam-
ple, the development process, initial population assessed, 
evidence of validity and reliability, evaluation of what 
we think it measures, and consistency in measurement 
(Campbell and Nehm 2013). We found new uses of the 
original instruments overall provided sparse new evi-
dence of validity or reliability and encountered various 
issues while evaluating the instruments and their subse-
quent reuse. These included the narrow character of the 
original population (e.g. MATE) and the failure of adher-
ing to measurement standards by entirely lacking validity 
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and reliability evidence (e.g. KEE). In reviewing subse-
quent uses it was often difficult to ascertain what por-
tion and/or version of the original instrument was used, 
for example, some studies simply referenced using ques-
tions from Bishop and Anderson (1990) but did not indi-
cate which questions were used (Gregory and Ellis 2009). 
Further, the authors of the MATE have published four 
distinct versions (Rutledge and Sadler 2007, 2011; Rut-
ledge and Warden 1999, 2000) that differ with respect to 
item wording and/or ordering, and this fact has remained 
unremarked upon in the literature.

Use of the MATE is further complicated by the fact 
that, although there is evidence of validity, it is not clear 
what is meant by “acceptance” (Smith 2010a). More 
recently, the internal structure of the MATE in terms of 
the number and identity of measurable constructs (i.e., 
named sets of items measuring the same concept) has 
been found to be unclear. Wagler and Wagler challenged 
the content and internal structure validity for the MATE, 
and studies report the MATE represents one (Rutledge 
and Warden 1999; Rissler et al. 2014; Deniz et al. 2008), 
two (Romine et  al. 2017), four (Manwaring et  al. 2015), 
six (untested: Rutledge and Sadler 2007), or an unidentifi-
able number of constructs (e.g. Wagler and Wagler 2013; 
Hermann 2012, 2016; Rowe et al. 2015). However, more 
recently, Romine et al. (2017) has suggested the MATE is 
psychometrically sound.

We also encountered published debates regarding 
validity, including content and substantive validity, for 
the MUM (i.e., Novick and Catley 2012; Nehm and Kam-
pourakis 2014). Novick and Catley (2012) found sig-
nificant issues with respect to validity evidence for the 
MUM, suggesting it does not adequately measure student 
understanding of macroevolution. However, Romine 
and Walter (2014) challenged the findings of Novick and 
Catley (2012) suggesting that their analysis provided evi-
dence that the MUM is a psychometrically sound instru-
ment. These debates emphasize again the importance 
of testing any instrument for evidence of reliability and 
validity when using it in a new implementation.

Instruments developed more recently (GeDI, 
EvoDevCI, CANS, GAENE) have not yet been used 
widely. However, we note that these studies included rel-
atively broad initial populations in their development and 
provided multiple lines of evidence for both reliability 
and validity, suggesting these may be useful across a wide 
range of future implementations.

Conclusions and recommendations
The focus on evaluating teaching and learning in under-
graduate biology has led to the creation of a number of 
different instruments that can be used to assess student 
understanding and acceptance of evolution. However, 

it is clear that examining each instrument for evidence 
of reliability and validity for a particular intended use is 
important for being able to make accurate and valid infer-
ences. Our analysis of published instruments provides 
useful information to consider. We strongly recommend 
that research on student understanding and acceptance 
of evolution include continued evaluation. For example, 
owing to its popularity in the literature, we have specific 
recommendations for readers if they intend to administer 
the MATE. The authors’ most recent version (Rutledge 
and Sadler 2011) is the soundest grammatically and, 
although further study on this is warranted. Therefore, 
this English version is most highly recommended, if mod-
ifications are desired due to cultural incongruence, ESL 
(English Second Language) interpretation, non-English 
usability, neutrality avoidance, etc. Doing so would main-
tain adherence to measurement standards and aid com-
parison within the literature by reducing the increasing 
diversity of versions lacking any—let alone adequate—
evidence of validity and reliability. However, unease 
regarding the content and internal structure validity for 
the MATE (see above) was a driving factor in the creation 
of alternative instruments to measure acceptance (i.e., 
EALS, I-SEA, GAENE). The GAENE in particular went 
through multiple iterations, included a broad population 
in its testing, and meets criteria for measuring “accept-
ance of evolution” (Smith et al. 2016), in addition to evi-
dence of reliability and validity.

In addition to concerns about evidence of validity and 
reliability, many studies reported using only portions of a 
particular instrument. In some cases, however, it may be 
important to use the instrument as developed—admin-
istering all of the items and using their original wording 
and measurement scale—if one wishes to draw compari-
sons or rely on previous evidence of validity and reliabil-
ity for similar populations. While some forms of validity 
(for example substantive or content) may not be affected, 
instruments are developed to measure a particular con-
struct, or set of related constructs, and changing the 
structure of the assessment may influence how well it 
measures the constructs of interest.

We strongly support extending measurement criteria 
to all the instruments reviewed here and recommend 
against using instruments for which the original publi-
cation did not report evidence of reliability and validity, 
or for which this evidence is weak. Researchers should 
review the literature, paying particular attention to align-
ment between learning goals and choice of instrument. 
Furthermore, as instruments are modified and/or used 
on new populations, measurement standards should be 
adhered to, and reported in the literature. Such reports 
will further extend the uses of these instruments and 
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strengthen the ability of researchers to draw meaningful 
conclusions from studies.

In addition, we want to recognize that many of the 
instruments developed more recently (e.g. CANS, GeDI, 
EvoDevoCI, GAENE) include multiple lines of evidence 
referencing strong reliability and validity, and these 
should be used as models for continued development 
of new instruments. Developers of scientific instru-
ments need to clearly lay out under what conditions their 
assessment is to be used and to encourage those using 
the assessment outside of those parameters to gather 
more evidence. Ziadie and Andrews (2018) point out 
that any assessment should include the dimensions of the 
topic that are important to assess and include consistent 
methodology and interpretation of results.

Our review highlights the importance of applying 
measurement standards to instruments, hopefully help-
ing researchers to assess student understanding and 
acceptance of evolution. We have provided a supplemen-
tal database that allows researchers to easily examine a 
particular instrument, and any subsequent uses that may 
help determine if it is an appropriate instrument for a 
given population. We cannot emphasize enough, how-
ever, that it is imperative that any new implementation of 
these instruments be tested according to accepted meas-
urement criteria and that researchers publish any new 
evidence of reliability and validity.

Additional file

Additional file 1. Searchable database of an overview of each instrument 
reviewed and characterization of any published studies that report using 
the instrument, specifying additional evidence of reliability and validity for 
new implementation.
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